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Abstract 

The digital transformation in the stockbroker industry has led to a significant increase in retail 

investors, who often lack the expertise to analyse stocks thoroughly. This research addresses 

the challenge by proposing a classification model to predict stock ratings such as "Reduce", 

"Hold", "Moderate Buy", and "Buy”, allowing retail investors to make informed decisions. The 

data analysed is collected from the S&P 500 index through web scraping using Beautiful Soup, 

resulting in a dataset used for training and testing the classification model. Popular stock 

indicators are used as attributes in predicting the rating of the stock, which includes the 

Exchange, Price, Volume, Market Cap, ROE, ROA, P/E Ratio, EPS, Annual Sales, Net Income, 

Net Margins, and PB Ratio of the stock. The models selected for classification include K-

Nearest Neighbors (k-NN), Gaussian Naive Bayes, Support Vector Machine (SVM), Decision 

Tree, and Random Forest. GridSearch is employed to maximize each algorithm's parameters 

for optimal performance. Results indicate that the k-NN model outperforms others, achieving 

the highest accuracy (0.618644) and weighted F1-score (0.605011). However, all models 

exhibit relatively low accuracy, suggesting the complexity of predicting stock ratings due to 

external factors not considered in the study. 
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Introduction 

The amount of retail investors is growing rapidly due to the digital 

transformation in the stockbroking industry [1]. Retail investors are defined as 

nonprofessional investors who buy and sell stocks through a brokerage firm. All 

investors have one goal in mind, that is to gain as much profit as possible. However, 

when compared with institutional investors, most retail investors lack the knowledge 

and resources to analyse the potential of a certain stock. 

Stock analysis is mainly divided into two types, fundamental analysis and 

technical analysis. Fundamental analysis involves measuring a company’s intrinsic 

value by analysing the company’s earnings, expenses, assets, and liabilities to provide 

a net present value, while technical analysis focuses on analysing the price chart of the 



AITI: Jurnal Teknologi Informasi 

Volume 21 No. 1 Maret 2024, 140-151   141 

 

stock itself to determine where the price will be headed. Stock analysts mostly rely on 

fundamental analysis to determine the long-term valuation of a stock [2]. According to 

Wnuczak [3], investing based on stock market recommendations can be a profitable 

strategy in the long run. 

However, getting recommendations from stock analysts also means that 

investors would need to pay for their services. Some brokers do offer the services of 

stock analysts for free to retail investors. However, they are usually limited to popular 

stocks, leaving the less popular tickers without any ratings. Thus, a classification model 

will be created to determine the rating of a stock based on various popular stock 

indicators. 

Over the years, a great deal of research has been carried out that make use of 

machine learning algorithms, from those that are able to predict music trends [4] to 

those that can help determine road construction priorities [5]. Machine learning has 

also been applied in the fields of finance and economics, such as forecasting real estate 

prices. [6]. Traditionally, stock price prediction models primarily relied on 

conventional techniques [7]. However, with the advancements in machine learning, 

there has been a noticeable shift towards leveraging more sophisticated algorithms. 

These models aim to predict stock prices by analysing a combination of historical data, 

market indicators, and economic factors. Under different market scenarios, machine 

learning models like Random Forest classifiers and Support Vector Machine (SVM) 

have been demonstrated to be helpful in analysing and forecasting stock prices [8], [9]. 

Many studies aim to forecast future stock prices. However, the accuracy of these 

predictions often falls short in real-world scenarios, attributed to the frequent 

fluctuations in stock prices [10]. 

Classification, a key facet of machine learning, plays a crucial role in predicting 

stock ratings with a categorical nature. Unlike regression, which predicts continuous 

variables, classification models focus on assigning predefined labels to data points 

based on patterns and features. It has been demonstrated that the use of associative 

classifiers in short-term stock trading increases the explainability of stock rating 

predictions and produces dependable signals [11]. 

To evaluate the effectiveness of these classification models, researchers employ 

metrics such as accuracy and weighted F1 score [12]. These metrics serve as 

benchmarks for assessing the models' ability to correctly classify stock ratings, 

providing a comprehensive understanding of their performance. The study of 

classification models for stock rating prediction represents a significant stride in 

enhancing the predictive capabilities of financial analysis. By exploring and comparing 

the effectiveness of various machine learning algorithms, this research aims to 
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contribute to the development of accurate and reliable models for predicting stock 

ratings based on popular indicators. 

Methods 

The diagram illustrates the data science methodology, spanning from 

understanding the business context to evaluating the model (refer to Figure 1). Multiple 

iterations of parameter tuning were conducted to enhance the performance of the 

machine learning model. 

 

Figure 1 Diagram of the research process 

The Target Variable are Rating: Analysts’ rating of the stock. There are 4 

different values in the Rating column: “Reduce”, “Hold”, “Moderate Buy”, and “Buy". 

There are features affecting the target variable. Such as: Exchange: The platform for 

buying and selling the stock, Price: The current value of the stock, etc. 

The dataset will be obtained by scraping the https://www.marketbeat.com/ 

website for the stocks in the S&P 500 index (the most popular stocks from the United 

States of America) using the Beautiful Soup library for Python. The scraped data will 

be saved onto a CSV file named “stocks.csv”. This dataset will be used to train as well 

as to test the classification model. 

To process the data, the dataset or the “stocks.csv” file must be turned into a 

DataFrame. Turning the dataset into a DataFrame allows the usage of functions from 

the Pandas library. Some columns from the DataFrame will also be excluded, which 

includes the unnamed column consisting of the index numbers of the records, the 

symbol column, and the industry column. These columns are removed since they do 

not have any significance to the analysis. 

Results and Discussions 

After turning the dataset into a DataFrame, pre-cleaning will be performed. 

Using the head() function previously, it becomes evident that some of the values are 

missing or stated as NaN. Records with NaN values will be removed using the dropna() 

function. Along with that, most of the continuous values still contain strings within 

them such as ‘%’ or ‘$’. If the info() function is called on the DataFrame, it becomes 

apparent that a majority of the data features are of type object. The conversion of these 

continuous columns is necessary so that its values can be used in the analysis. A 

function, converter(x), will be created to convert strings representing numbers with 
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'million', 'billion', or 'trillion' suffixes into their numerical equivalents (refer to Program 

Code 1). 

Program Code 1 Defining the converter function 

def converter(x): 

    if 'million' in x: 

        return f"{(float(x.strip(' million'))*1000000)}" 

    elif 'billion' in x: 

        return f"{(float(x.strip(' billion'))*1000000000)}" 

    elif 'trillion' in x: 

        return f"{(float(x.strip(' trillion'))*1000000000000)}" 

    else: 

        return x 

We will then proceed to convert the object type into the appropriate type. Using 

the replace() function, we can replace certain strings inside of our records. For example, 

we will be removing the ‘$’ string for values in the Price column. Afterwards, we can 

convert the column type into float. For columns with values that have the 'million', 

'billion', or 'trillion' suffixes, we will apply the converter function using Pandas apply() 

function before converting them into float type.  

For the enhancement of dataset comprehension and the acquisition of valuable 

insights, Data Visualization will be conducted, specifically focusing on Exploratory 

Data Analysis (EDA). EDA involves the crucial process of conducting preliminary 

investigations on data to uncover patterns, identify anomalies, test hypotheses, and 

validate assumptions using summary statistics and visual representations. The EDA 

Visualization step will be divided into two categories: EDA (Univariate) and EDA 

(Multivariate). Univariate analysis involves studying a single variable, while 

multivariate analysis involves examining multiple variables. 

To obtain a concise overview and structure of the dataset, a sample can be 

extracted using the head() function, providing the first 5 instances of the data. 

Following that, the data's shape can be determined using the shape() function, which 

reveals the total number of columns and rows – in this case, 472 rows/records and 13 

columns, inclusive of the target variable. The data's features can be categorized into 

numerical and categorical. Numerical features encompass: Price, Volume, Market Cap, 

ROE, ROA, P/E Ratio, EPS, Annual Sales, Net Income, Net Margins, and PB Ratio. 

The two categorical features are Exchange and Rating. Subsequently, a comprehensive 

exploration and analysis of both the numerical and categorical features within the 

dataset will be delved into. 

The understanding of numerical features in the dataset can be enhanced by 

employing the describe() function, which provides comprehensive statistical 

information such as mean, range, standard deviation, and more (refer to Figure 2). 

Notably, examining the visualizations reveals insights into the data's range, where the 
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range between some features are quite high. Although there are substantial differences 

in the ranges of these data, normalization will be applied during the data pre-processing 

stage.  

 
Figure 2 Result of the describe() function to retrieve a statistical overview of the data 

A pair plot is employed to examine the relationships between numerical 

features in the dataset. It's noteworthy to pay attention to the line of best fit in this 

analysis. By drawing a line of best fit concerning other numerical features, this 

visualization can be categorized as linear. In a linear relationship, if one of the features 

is high, then the target variable is also high. An important observation from the graph 

is the presence of 'outliers' on the left side. These outliers might significantly influence 

the data prediction. 

The data distribution of each feature can be further visualized using a box plot 

(see Figure 3). The box plot confirms that numerous numerical features exhibit a 

notable presence of outliers. However, the outliers will be kept as in the real world, 

these metrics also tend to vary a lot from one stock to another. 

  
Figure 3 Box plot for the numerical features from the data 

After gaining a deeper understanding of the numerical features, the same 

process will be conducted for the categorical feature, which is the Exchange and Rating 

feature. The describe(include='object') function is employed to extract statistical 
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information about the categorical features of the dataset. This includes insights into 

unique values, frequencies, and other relevant statistics. 

Subsequently, the distribution of unique values within the categorical features 

is examined through a bar graph (refer to Figure 4). The bar graph showed that most 

stocks in the dataset are from the NYSE exchange and most have a rating of “Moderate 

Buy” with the “Reduce” rating being the rarest. Furthermore, a pie chart is utilized to 

visually represent the numerical proportions of the data in percentages (see Figure 5). 

  
Figure 4 Distribution of the exchange feature using a bar graph 

  
Figure 5 Distribution of the rating feature in percentages using a pie chart 

After a good understanding of the data, the data will be pre-processed for 

training. The purpose of pre-processing is to prepare the data by cleaning and 

organizing it, making it suitable for constructing and training a machine learning 

model. Following this, the Rating and Exchange features will be encoded since their 

values are ordinal and nominal, respectively. The identification and separation of data 

into dependent and independent variables will then be carried out, and the data will be 
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split into training and testing sets. Additionally, feature scaling will be applied to the 

independent variables to enhance accuracy. 

Both categorical features are still in the form of a string. Thus, encoding will be 

done to convert these string representations into numerical values during the dataset 

preprocessing phase. This conversion is essential for machine learning algorithms to 

effectively interpret and analyse the categorical data. The Rating feature is converted 

manually, where the “Reduce”, “Hold”, “Moderate Buy”, and “Buy” values are 

converted into 1, 2, 3, and 4 respectively, while the Exchange feature is encoded using 

the OneHotEncoder method by calling the get_dummies() function from Pandas. This 

will remove the Exchange column and create 2 new columns in its place, the 

Exchange_NASDAQ and the Exchange_NYSE column with the value 0 if it's false 

and 1 if it's true. 

The subsequent phase of data pre-processing involves segregating the features 

into dependent and independent variables. The target variable, denoted as 'y', 

corresponds to the stock’s “Rating” which the objective is to classify the rating of the 

stock. Consequently, the factors influencing the target variable are identified as the 

independent variables, denoted as 'X'. However, a high number of independent 

variables can impede the effectiveness of classification models, causing instability in 

the process of selecting relevant features [13].  

To identify the features for training the model, the SelectKBest method from 

sklearn is employed. This method determines the k columns with the highest scores, 

indicating their significant contribution to the target variable. The target variable is set 

as the Rating column, while all other columns serve as input features. The score 

function for SelectKBest is set to f_classif, as it supports negative values. The 

parameter k is set to 6, signifying that the method will return the top 6 features based 

on their scores. The top 6 most significant features returned are the Price, Market Cap, 

P/E Ratio, Annual Sales, Net Income, and PB Ratio. 

After balancing the target variable values, the next step involves feature scaling 

for the variables. Feature scaling stands out as a crucial data pre-processing step in 

machine learning to promote easy and fair comparison among values. A study by 

Ozsahin et al. [14] found that feature scaling improved the performance of their k-NN 

and SVM model. Therefore, a feature scaling technique known as normalization will 

be applied. The chosen features are subsequently normalized using the 

MinMaxScaler() function. This step is essential because the dataset contains values 

with a broad range. For instance, the Annual Sales columns may encompass numbers 

ranging from millions to billions, while the P/E Ratio column has a narrower range of 

2 to 842. 
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After normalizing the data, it is further split into 4 parts. The features will be 

split into the X_train and X_test DataFrame while the target will be split into the y_train 

and y_test DataFrame. The split is done with 0.25 as the test size (25% of the data will 

be used for testing and 75% of the data will be used for training) and 0 as the 

random_state value. 

Five popular classification methods are chosen. All of the methods chosen will 

be tested first for parameter tuning to find the best parameter for the model. These 

methods include k-NN (k-Nearest Neighbors), Gaussian Naive Bayes, SVM (Support 

Vector Machine), Decision Tree, and Random Forest. The performance of the resulting 

models will be compared using the evaluation metrics that will be chosen and explained 

during the evaluation step so that the best model for classification can be found. 

Prior to creating the model, it is important to identify the optimal parameters 

that can maximize the performance of the machine learning model. To accomplish this 

task, a library within sklearn known as GridSearch is employed. Each classification 

algorithm comes with its unique set of parameters, distinguishing them from one 

another. Hence, when utilizing GridSearch, there is no need to repeatedly optimize the 

same parameters for every classification algorithm. 

Evaluating the performance of the model is a stage to measure the quality of 

the used algorithm. The evaluation is measured using two metrics: accuracy and 

weighted F1-score. 

The consideration of class imbalance in evaluating model performance is 

crucial, as highlighted by Luque et al. [13]. While accuracy is a commonly used metric, 

its effectiveness can be misleading in datasets with imbalanced class distribution [16]. 

In dealing with imbalanced datasets, the weighted F1-score is particularly valuable, as 

it assigns greater significance to classes with more instances [15]. Accuracy is selected 

to gauge the overall correctness of the model in predicting the correct rating. The F1-

score is utilized to measure the model's performance by considering both precision and 

recall, often used for comparing performance across models. 

The choice of weighted F1-score over other types of F1-score is motivated by 

its ability to assign greater importance to classes with more examples in the dataset 

[17]. This makes it particularly suitable for datasets with imbalances. In this scenario, 

the 'Reduce' and 'Buy' ratings exhibit significant imbalance when compared to the 

'Hold' and 'Moderate Buy' ratings. 
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Table 1 Results of the evaluation metrics for each algorithm 

Classifier Algorithm Accuracy Weighted F1-Score 

k-Nearest Neighbors (k-NN) 0.618644 0.605011 

Gaussian Naive Bayes 0.516949 0.474300 

Support Vector Machine (SVM) 0.567797 0.554887 

Decision Tree 0.525424 0.508889 

Random Forest 0.550847 0.540375 

The five experiments in Table 1 were carried out in this study, one for each 

algorithm. The k-NN algorithm demonstrated the best performance, achieving an 

accuracy of 0.618644 and a weighted F1-score of 0.605011. The Gaussian Naïve Bayes 

algorithm performed worse, achieving an accuracy of 0.516949 and a weighted F1-

score of 0.474300. This algorithm also showed a pronounced disparity between the 

accuracy and the weighted F1-score, indicating that the model may be struggling with 

minority classes. SVM showed the second-best performance, achieving an accuracy of 

0.567797 and a weighted F1-score of 0.554887. Decision Tree only achieved an 

accuracy of 0.525424 and a weighted F1-score of 0.508889 while Random Forest 

achieved an accuracy of 0.550847 and a weighted F1-score of 0.540375. 

Overall, the evaluation results for k-NN, Gaussian Naive Bayes, SVM, 

Decision Tree, and Random Forest were unfavorable. Among the five models, k-NN 

demonstrated the best performance, boasting the highest accuracy and weighted F1-

score. Despite its superiority, all models are deemed to provide subpar predictions, with 

only achieving the highest accuracy at 0.618644. It must be noted that stock prediction 

models tend to have lower performance. Sonkavde et al. [18] compared the 

performance of existing stock prediction algorithms, and most algorithms, such as the 

ones used in this study, only achieved an F1-Score in the range of 60% to 70%. The 

overall low performance may be attributed to the fact that there are numerous external 

factors affecting the performance of a stock. Sundar et al. [19] identifies 

macroeconomic indicators, company performance, investor sentiment, and external 

events as key influencers. Mohan et al. [20] and Khan et al. [21] both highlight the 

importance of external factors such as news sentiment and social media in stock 

prediction, while Serafeim and Yoon [22] also suggest that ESG (Environmental, Social 

and Governance) ratings may be useful in this context. These studies collectively 

suggest that the accuracy of stock prediction may be improved by considering external 

factors aside from the stock price and the company’s internal factors themselves. 

However, this approach can also introduce complexity, data availability challenges, and 

a risk of overfitting, which may hinder model interpretability and performance on 

unseen data. 
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Conclusions 

The k-NN model exhibits the highest accuracy and weighted F1-score at 0.619 

and 0.605, respectively. Consequently, the k-NN model emerges as the optimal choice 

for predicting stock analyst ratings from the extracted dataset. However, it is 

noteworthy that despite it achieving the highest accuracy, the overall accuracy remains 

relatively low at 0.619, signifying the model's ability to accurately predict only 61.9% 

of the testing data. This limitation may stem from the fact that stock analysts often base 

their recommendations on factors beyond the stock itself, such as news, sustainability 

and, ethical concerns for the company. As a recommendation for future research, 

considering the incorporation of external factors such as news sentiment, social media, 

and ESG ratings may enhance the predictive capabilities of the model, but the risk of 

increased complexity, data availability, and overfitting must be considered. 
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